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ABSTRACT
People are increasingly likely to obtain advice from algorithms. But what does taking advice from
an algorithm (as opposed to a human) reveal to others about the advice seekers’ goals? In five
studies (total N¼ 1927), we find that observers attribute the primary goal that an algorithm is
designed to pursue in a situation to advice seekers. As a result, when explaining advice seekers’
subsequent behaviors and decisions, primarily this goal is taken into account, leaving less room
for other possible motives that could account for people’s actions. Such secondary goals are, how-
ever, more readily taken into account when (the same) advice comes from human advisors, lead-
ing to different judgments about advice seekers’ motives. Specifically, advice seekers’ goals were
perceived differently in terms of fairness, profit-seeking, and prosociality depending on whether
the obtained advice came from an algorithm or another human. We find that these differences
are in part guided by the different expectations people have of the type of information that algo-
rithmic- vs. human advisors take into account when making their recommendations. The pre-
sented work has implications for (algorithmic) fairness perceptions and human-computer
interaction.
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Making accurate decisions typically hinges on having a pro-
found understanding of all relevant information and deci-
sion-makers oftentimes seek out the advice of (presumably)
knowledgeable parties. For instance, people are likely to
solicit advice from experts in situations of high uncertainty
(Hadar & Fischer, 2008), when the costs of advice solicita-
tion are relatively low (Gino, 2008; Schrah et al., 2006), and
when the underlying problem is complex (Schrah et al.,
2006, Sniezek & Buckley, 1995). However, while in the past
people primarily consulted with other humans, recent
advances have paved the way for alternative advisors that
people regularly call upon for advice: algorithms. For many
people, taking advice from algorithms has become a com-
mon occurrence and this topic has generated much interest
in recent years in exploring how people respond to algorith-
mic versus human advice (Alexander et al., 2018; Burton
et al., 2020; Efendi�c et al., 2020; Lee, 2018). However, while
much research has focused on understanding how people
view algorithmic advice (Dawes, 1971; Dietvorst et al., 2015;
Longoni et al., 2019), little is known about how people view
others who take advice from algorithms. As such, the pur-
pose of the current research is to provide more insights into
how observers perceive and understand those who take

algorithmic advice. That is, we propose that soliciting and
following (the same) advice generated by an algorithm, as
opposed to a human advisor, leads observers to reach mark-
edly different judgments about the goals that motivate
advice seekers’ decisions.

These inferred goals may largely differ in their morality
and in the degree of their alignment to various moral values,
such as fairness. Existing research has already addressed a
variety of issues related to the fairness of algorithms and it
consistently shows that both users and developers are highly
concerned with an algorithm’s fairness (Corbett-Davies &
Goel, 2018; De Cremer & McGuire, 2022). In the literature,
fairness is often discussed as a consequence of algorithm
deployment. It has been argued that algorithms can reduce
or overcome the role of human biases in advice giving as
they have no agency and cannot be swayed by extraneous
factors (e.g., emotion or cognitive biases; Kleinberg et al.,
2018). However, there are also many examples where the
deployment of algorithms has been perceived as unfair. For
instance, algorithms have been found to perpetuate racial
stereotypes in the area of justice, exclude citizens from food
support, and mistakenly reduce disability benefits
(Richardson, 2022). Algorithmic decisions were also
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perceived to be less fair than human decisions, for tasks that
people see as requiring a “human touch” (Lee, 2018) and a
recent review on the perceived fairness of algorithmic sys-
tems concludes that the concept of algorithmic fairness
tends to be highly context dependent. That is, fairness per-
ceptions tend to be determined not only by the technical
design of the algorithm, but also the area of application and
the task at hand (Starke et al., 2022). Much research has
thus focused on how people view the fairness of algorithmic
advice. In this research, we move beyond the perception of
algorithms and examine whether observing others taking
advice from algorithms (vs. humans) is perceived differently
in terms of fairness and other motivations.

To illustrate, imagine two individuals (Alice and Helen)
investing in a company that, unrelated to its core business,
has been praised in recent years for its positive impact on
the environment. Alice invests in the company at the advice
of an investment algorithm while Helen decides to invest in
the company after consulting a close friend. Whose goal is it
to maximize their profits with this investment: Alice, or
Helen? We argue that, in answering this question, people
attribute the goals that advisors are believed to pursue to
those who follow their advice. In this instance, the invest-
ment algorithm is designed to pursue the primary goal of
finding the most profitable investment opportunity, ignoring
any information in its recommendation concerning the
company’s positive impact on the environment. Alice, who
accepts and adopts the algorithm’s suggestion, is therefore
similarly seen as being primarily driven by maximizing prof-
its with her investment. Human advisors, on the other hand,
are able to take into account additional, secondary goals and
information in their recommendation (e.g., the company’s
positive impact on the environment). Helen, who follows
the friend’s suggestion to invest in the pro-environment
company, is therefore believed to have taken similar, add-
itional considerations into account when investing in the
company. As a result, Alice who invests in the company at
the advice of an investment algorithm is expected to be per-
ceived as being less honest and fair in her intentions than
Helen, who invested after consulting a close friend. In sum,
we propose that the primary goal that algorithmic advisors
are designed to pursue is attributed to advice seekers when
explaining their decisions, leaving less room for other pos-
sible motives that could account for their actions. Such sec-
ondary motives are, however, considered to influence
people’s decisions when the advice comes from human advi-
sors. In what follows, we will first introduce prior work on
how people use and view algorithmic advice, followed by a
discussion on how people are expected to view others taking
advice from algorithms (vs. human advisors).

1.1. Algorithmic advice

Algorithms can provide high-quality advice—often better
than humans (Beck et al., 2011; Carroll et al., 1982; Meehl,
1954). Taking advice from algorithms is on the rise (O’Neil,
2016) and since advice-seekers aim to reduce the costs of
achieving a desired outcome (Gall, 1985), soliciting advice

from algorithms can be an optimal solution to many deci-
sion problems. Indeed, people are hiring robo-lawyers to
help with legal advice (Markovic, 2019) and robo-investors
for advice on financial decisions (D’Acunto et al., 2019)
while large organizations, as well as governments, are imple-
menting algorithms on an even much wider scale. That is,
algorithms are providing advice on who gets hired or fired,
what medication to prescribe, or even who is at risk of crim-
inal re-offence (Arkes et al., 2007; Fildes & Goodwin, 2007;
Niszczota & Kasz�as, 2020; Porter, 2018; Stacey et al., 2017).

However, people’s judgments of algorithm-generated
advice are multifaceted. For one, although algorithmic
advice is generally of high quality, people tend to be reluc-
tant to follow it. A large body of work shows that people do
not seem to trust algorithm-generated advice, especially after
seeing it making a mistake. For instance, people tend to pre-
fer human to algorithmic predictions (Diab et al., 2011) and
they weigh human input more strongly than algorithmic
input (€Onkal et al., 2009). This type of behavior has been
dubbed algorithm aversion (Dietvorst et al., 2015) with peo-
ple being particularly unwilling to accept algorithmic
involvement in moral domains (Bigman & Gray, 2018).

Prior research has shown that people view algorithms as
fundamentally different from human advisors (Johnson-
Laird, 2013), in particular, because of the different ways in
which algorithms approach problems and decisions (Bigman
& Gray, 2018; Malle et al., 2016). More specifically, algo-
rithms are believed to be single-minded agents, exclusively
focussing on pursuing a situation’s primary goal via rule-
based instructions when finding solutions. Such an exclusive
focus also implies an algorithm’s disregard of information
deemed irrelevant to the goal it is designed to attain.
Indeed, the very definition of an algorithm confirms it is “a
set of predefined rules a machine or computer follows to
achieve a particular goal” (Merriam-Webster.com, 2022).
Human advisors, on the other hand, are able to consider
additional, secondary goals (and related information) when
examining possible solutions (Gray et al., 2007; Longoni
et al., 2019). This supposedly allows them to better adjust
their advice to the situation at hand. We argue that people
rely on these differences in how algorithmic- versus human
advisors approach problems and decisions when assessing
the goals that advice seekers strive to accomplish when fol-
lowing their advice.

1.2. Attribution theory, goal inferences and taking
advice

Sometimes the goals that others pursue are readily available
because they are explicitly communicated (Aarts et al.,
2004). Oftentimes, however, goals are not explicitly con-
veyed so people need to use different strategies to make
sense of others’ motives. One of the most common
approaches to accomplish this task is to infer goals from
people’s overt behaviors (Baker et al., 2009; Hauser et al.,
2014). More specifically, following attribution theory,
research consistently indicates that observers readily rely on
people’s behaviors to make sense of the goals that others
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pursue, especially when their behaviors are believed to occur
voluntarily (Jones & Davis, 1965). For example, while an act
of trust typically signals to others a person’s willingness to
cooperate (Rousseau et al., 1998), this signal becomes rather
vague when the person has no choice but to trust the other
party (McCabe et al., 2003). These overall inferences follow-
ing the actions of others seem to come rather effortlessly,
even when observing inanimate actors. For example, in their
seminal study, Heider and Simmel (1944) asked participants
to watch a movie clip where three geometrical figures were
shown moving in various directions, asking them to “write
down what happened in the picture” (p. 245). Almost all
participants attributed motivational states to the pictured
animations when explaining their movements (e.g., the
larger triangle is attacking the smaller circle because it’s
angry). In sum, people often go “beyond the information
given” (Bruner, 1957) when making sense of the goals that
others pursue and here, we argue that similar processes are
at work when observing others taking advice from an algo-
rithm versus another individual.

Advice refers to the process of soliciting and obtaining
recommendations from other parties on what to do, say, or
think about a problem (Guntzviller et al., 2020) and often
occurs in a social context (with advice seekers interacting
with advisors and third parties observing these interactions;
Bonacio & Dalal, 2006). Yet, although social in nature, the
interpersonal dynamics of advice taking have only recently
been getting more attention (Ache et al., 2020; Blunden
et al., 2019). Of relevance is the notion that observing an
advice seeker acting upon an advisor’s recommendation sig-
nals to others that the person accepts and adopts the reason-
ing that led the advisor to favor a certain option
(Guntzviller et al., 2017, 2020; Liljenquist, 2010). Here we
argue that the reasons that led an algorithmic advisor to
favor a certain option are perceived to be fundamentally dif-
ferent than when the same option is favored by a human
advisor. As such, a person who accepts and adopts the sug-
gestion of an algorithm (vs. a human advisor) is therefore
expected to be judged differently in terms of their reasoning
that led them to favor a certain option.

In what follows, we first examine, in three initial experi-
ments (Studies 1A� 1C), how people view others taking
algorithmic vs. human advice in various areas where the
issue of algorithmic fairness is critical and relevant (i.e.,
financial investment, healthcare, and public policy).
Subsequently, we tap into the suggested process and demon-
strate that making the human advisor more focused on
attaining the situation’s primary goal (and thus more algo-
rithm-like) leads to similar judgments of the advice seeker
when they follow algorithmic advice (Study 2). We find that
these differences in judgments are in part guided by the dif-
ferent expectations people have of the type of information
that algorithmic advisors take into account when making
their recommendations. In our final experiment, we use
these insights to ultimately explain when algorithmic advice-
takers are viewed to be motivated by fairness or not. We
show that one can be perceived as both more or less guided

by fairness when taking algorithmic vs. human advice,
depending on the nature of the (primary vs. secondary)
information in the situation.

2. Present research

The present research contributes to the literature on fair-
ness, advice seeking, and human-algorithm interaction by
taking a closer look at the social consequences of taking
advice from algorithms as opposed to humans. We delve
deeper into the complex perceptions and expectations that
occur when people observe others interacting with algo-
rithms, highlighting the role that these new technologies
have on interpersonal judgments, in particular goal infer-
ences and fairness perceptions. Note that all studies’ (except
Study 2) hypotheses and analysis plans were pre-registered
(see Appendix for direct links to pre-registrations). We
report how we determined the sample size, all data exclu-
sions (if any), all manipulations, and all measures in the
study. Materials, data, and analysis code can be accessed at
https://osf.io/63ua2/

3. Studies 1A, 1B, and 1C

We first conducted three studies that tested whether people
judge the goals of advice seekers differently depending on
whether they took advice from an algorithm or another
individual. We focused on three areas of interest where algo-
rithms are increasingly likely to act as advisors: investing
(1A), healthcare (1B), and public policy (1C).

3.1. Method

3.1.1. Participants

Participants were recruited from Prolific and were from the
US (Studies 1A and 1B) and UK (Study 1C). In all three
studies, we aimed to recruit about 300 people in total.
Following our pre-registration plans, we excluded partici-
pants who failed an attention check shown at the end of the
survey. See Table 1 for more details about the samples.

3.1.2. Procedure

Participants read a description of a situation where the
advice provider was either a human or an algorithm
(between-subjects design). For Study 1A, the scenario read:

Mr. Jones recently had a large financial windfall and considers
investing it in a private company. Out of all companies that he
takes into consideration, he can only invest in one.

Table 1. Sample details of Study 1A, 1B, and 1C.

Study 1A Study 1B Study 1C

Final total N 295 290 298
Excluded n 5 8 2
Mean Age (SD) 33.5 (10.8) 32.3 (11.0) 36.1 (11.4)
Percentage female 53% 50% 72%
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Being out of his depth, Mr. Jones solicits the advice of a close
friend [an algorithm] who suggests investing in TOMRATM, a
company providing sensor-based sorting in the waste and metal
industries. This company has been praised repeatedly in recent
years for its positive impact on the environment. Mr. Jones
decides to follow his friend’s [the algorithm’s] advice and
invests in TOMRATM.

DV: How much do you think Mr. Jones was guided by
maximizing profit when investing in TOMRATM?

For Study 1B, the scenario read:

Dr. Jones recently received a patient who presented with severe
headaches and is considering which medication to prescribe.
Out of all the medications that he takes into consideration, he
can only prescribe one.

Before he makes his decision, Dr. Jones solicits the advice of a
close colleague [medical algorithm] who suggests prescribing the
patient TOMRATM, a drug based on acetaminophen and
tromethamine. The pharmaceutical company making the
medication has been criticized repeatedly in recent years for
actively lobbying and paying doctors. Dr. Jones decides to
follow the colleague’s [algorithm’s] advice and prescribes
TOMRATM.

DV: “How much do you think Dr. Jones was guided by
maximizing the patient’s welfare when prescribing TOMRATM?

Finally, for Study 1C, the scenario read:

Mr. Jones is a local politician and city planner who needs to
determine which neighborhood should receive funding for
infrastructure development. Money for development is limited
so out of all the neighborhoods, the council can only
choose one.

Before he makes his decision, Mr. Jones solicits the advice of a
party member [planning algorithm] who suggests that the
optimal investment location is the Southwick neighborhood. In
the previous election, the Southwick neighborhood was most
likely to vote for Mr. Jones’ party. Mr. Jones decides to follow
the party member’s [algorithm’s] advice and proposes to invest
in the Southwick neighborhood.

DV: How much do you think Mr. Jones was guided by finding
the most optimal investment location when proposing to invest
in the Southwick neighborhood?

All dependent variable (DV) questions were measured on
a 1 (not at all) to 9 (completely) scale. Following our reason-
ing, for Study 1A, we predicted that the person who soli-
cited and followed an algorithm’s (as opposed to a friend’s)
advice to invest in the company will be seen as more guided
by maximizing profit. We expected this as the algorithm’s
primary goal in the situation is to find the most profitable
investment opportunity, ignoring an auxiliary information
related to the company’s environmental friendliness in its
advice. In turn, observing an investor acting upon the algo-
rithm’s advice signals to observers that the person accepts
and adopts the reasoning that led the algorithm to favor the
investment option, including its inattention or disregard for
the company’s environmental impact. Human advisors, on
the other hand, are believed to take the additional informa-
tion into account in their recommendation and the person
accepting the recommendation is likewise seen as someone
who considered it when making their investment decision.

For Study 1B, we predicted that the doctor who solicited
and followed an algorithm’s (as opposed to a colleague’s)

advice to prescribe medication from the drug company will
be seen as more guided by maximizing a patient’s welfare.
That is, in this scenario, the algorithm’s primary goal is to
find the most suitable drug for the patient, ignoring in its
recommendation the financial benefits that prescribing this
drug may bring. Observing the doctor acting upon the algo-
rithm’s recommendation, in turn, signals to observers that
he accepts and adopts the reasoning that led the algorithm
to favor the suggested drug, including its disregard for the
benefits it may bring him.

Finally, for Study 1C, we predicted that the politician
who solicited and followed an algorithm’s (as opposed to
another party member’s) advice to invest in the suggested
neighborhood will be seen as being more guided by finding
the optimal investment location. We expected this as the
algorithm’s primary goal in this situation is to find the opti-
mal funding location, ignoring the voting history of the par-
ticular neighborhood in its recommendation. Observing the
politician acting upon the algorithm’s recommendation, in
turn, signals to observers that she accepts and adopts the
reasoning that led the algorithm to favor the suggested loca-
tion, including its disregard for the neighborhood’s voting
history.

4. Results

In Study 1A, we found the predicted effect of the advice
provider, t(292) ¼ 3.19, p¼ 0.002, d ¼ .37. More specific-
ally, Mr. Jones was judged as being more guided by maxi-
mizing profit when investing in the environmentally friendly
company following the advice of an investment algorithm
(M¼ 6.18; SD¼ 1.95) as opposed to a close friend
(M¼ 5.45; SD¼ 1.97). In Study 1B, we similarly found the
predicted effect, t(287) ¼ 2.10, p¼ 0.04, d ¼ .25. Dr. Jones
was judged as being more guided by maximizing his
patient’s welfare when the prescribed drug that would bene-
fit him came at the suggestion of a medical algorithm
(M¼ 5.07; SD¼ 2.27) as opposed to a close colleague
(M¼ 4.52; SD¼ 2.17). Finally, in Study 1C, we again found
the expected effect of the advice provider, t(261) ¼ 6.76,
p< 0.001, d ¼ .79. Mr. Jones was judged as being more
guided by finding the most optimal investment location
when he solicited and followed the advice of the planning
algorithm (M¼ 6.45; SD¼ 1.63) as opposed to a party mem-
ber (M¼ 4.88; SD¼ 2.29) (see Figure 1).

5. Study 2

As predicted, people who took advice from an algorithm (as
opposed to another human) were judged differently in terms
of their goals, even though they solicited and followed the
same advice. We propose that the primary goals that algo-
rithmic advisors are designed to attain are attributed to
advice seekers when explaining their decisions, leaving less
room for other, secondary motives that could account for
their actions. Such secondary goals are likely to affect advice
seekers’ decisions when the advice comes from human advi-
sors. More specifically, in all three of the previous scenarios,
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there was always information available regarding a second-
ary goal that could account for the human advisor’s recom-
mendation (e.g., environmental friendliness of the
company). Crucially, we propose that algorithmic advisors
are thought to disregard this additional information, pre-
dominantly focusing on attaining the situation’s primary
goal (e.g., finding profitable investment opportunities). In
the current experiment, we tested this notion directly. If our
reasoning is accurate, when a human advisor’s situation is
similar to how an algorithm is believed to approach the situ-
ation, an observer’s judgment of these two advisors should
be similar. That is, both ought to be perceived as pursuing
the situation’s primary goal, disregarding the additional sec-
ondary information.

More specifically, in Study 2, we used a similar design as
in Study 1A, but added a third experimental condition
where a human advisor is not aware that the company is an
environmentally friendly company when suggesting this
option as an investment opportunity. This manipulation
should make the human advisor more similar to the invest-
ment algorithm in what information they considered in their
recommendation.

5.1. Method

5.1.2. Participants and procedure
UK participants were recruited from Prolific and were ran-
domly assigned to one of three experimental conditions (the
same two experimental conditions as in experiment 1A, plus
one additional condition in which the human advisor was
explicitly unaware of the company’s impact on the environ-
ment). The procedure was the same as in the previous stud-
ies and after exclusions we were left with 445 participants
(71% female; MAge ¼ 34.8, SDAge ¼ 12.7). The only differ-
ence in the additional condition was that participants were

told: “Unbeknownst to the close friend, this company has
been praised repeatedly in recent years for its positive
impact on the environment.” Additionally, after responding
to the main DV about profit maximization, on a separate
screen, participants in all three conditions were asked an
additional question: “To what extent do you think the close
friend [algorithm] took the positive environmental impact
into account when suggesting TOMRATM?” using the same
scale as for the main DV question.

6. Results

We ran a one-way-ANOVA on the measure of profit maxi-
mization. There was an overall effect at, F(2, 442) ¼ 18.21,
p< 0.001, gp

2 ¼ .04. Post-hoc tests with Bonferroni correc-
tions confirmed that, as expected, Mr. Jones was judged as
more profit maximizing when he solicited and followed the
advice of the algorithm (M¼ 5.66; SD¼ 2.09) than the
human advisor who (presumably) knew about the com-
pany’s environmental impact (M¼ 4.85; SD¼ 2.12) (p ¼
0.002). Mr. Jones was judged as most profit maximizing
when he solicited and followed the human advisor who
(explicitly) did not know the environmental impact of the
company (M¼ 6.27; SD¼ 1.85)—somewhat more than the
algorithm (p¼ 0.03) and much more than the condition
where the human advisor (presumably) knew the company’s
impact on the environment (p< 0.001) (see Figure 1).

Crucially, when we looked at the question to what extent
the environmental friendliness was taken into account by
the advisor, we found patterns consistent with our proposed
account. A one-way ANOVA showed a significant overall
effect, F(2, 442) ¼ 35.70, p< 0.001, gp

2 ¼ .07. Post-hoc tests
confirmed that, as expected, the human advisor who (pre-
sumably) knew about the company’s environmental impact
was judged as taking it into account in their advice the most

Figure 1. Violin and box plots of participants’ ratings by condition for Studies 1A, 1B, 1C and 2. Note that the diamond within the boxplots represents the mean.
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(M¼ 6.53; SD¼ 1.89) as compared to the algorithm
(M¼ 5.55; SD¼ 2.31). Finally, the human advisor who expli-
citly did not know the company’s impact on the environ-
ment was judged as taking it into account even less
(M¼ 4.27; SD¼ 2.65) (all three conditions differed signifi-
cantly from each other, all ps < 0.001).

7. Study 3

So far, we focused on situations that stride the tension
between self-serving and other-serving goals (e.g., investing
purely for profit vs. taking into account environmental con-
cerns or doctors caring about a patient’s welfare vs. prescrib-
ing the patient a drug for personal gain). An important
consequence of pursuing self-serving vs. other serving goals
is how fair an advice seeker is viewed by others. More spe-
cifically, in Study 3, we aimed to demonstrate that judg-
ments on whether advice seekers are guided by fairness
concerns can differ depending on the nature of the potential
secondary motive that can account for people’s decisions.
That is, the results of our prior studies suggest that algorith-
mic advisors are believed to discount any secondary infor-
mation in their advice (and by association, those who follow
the algorithm’s advice are similarly seen as ignoring this
information in their decisions). Human advisors, on the
other hand, are expected to be guided in their advice by the
presented secondary information and those who follow their
advice are therefore similarly seen as being guided in their
decisions by this information. These dynamics imply that
changing the nature of the situation’s secondary information
will also change people’s responses to those who follow algo-
rithmic- vs. human advice. That is, when the secondary
information implies some insincere, self-serving motivation
(e.g., investing in a city area where most of a politician’s
constituents reside), those who follow an algorithmic advisor
are therefore expected to be seen as more fair than those
who follow a human advisor suggesting the option.
Conversely, when the secondary information implies a sin-
cere motivation to help others (e.g., investing in a city area
that has been repeatedly overlooked in recent years by for-
mer city councils), those who follow an algorithmic advisor
are therefore expected to be seen as less fair than those who
follow a human advisor suggesting the option.

7.1. Method

7.2. Participants and procedure
Participants from the UK were recruited from Prolific. The
study builds on the scenario used in Study 1C. We aimed to
recruit 600 participants. After exclusions, we were left with
599 participants (50% female; MAge ¼ 40.3, SDAge ¼ 13.9).
Participants were randomly assigned to a 2 (Advisor: human
vs. algorithm) � 2 (Scenario: unfair proposal vs. fair pro-
posal) between-subject design.

Overall, the procedure was the same as in Study 1C. In
the “unfair proposal” scenario, participants were asked to
read the same scenario as in Study 1C (i.e., where the polit-
ician chose to invest in an area where many of their

constituents reside at the advice of either a planning algo-
rithm vs. a party member). In the “fair proposal” condition,
participants read the same scenario, except participants were
now told: “The Southwick neighborhood is the most racially
diverse neighborhood in the county and has been repeatedly
overlooked in recent years by former city councils.” After
reading the scenario, participants were asked to provide
their response to two dependent variables on a 1 (not at all)
to 9 (completely) scale. The two questions were presented in
a random order. Specifically: “How much do you think Mr.
Jones was guided by fairness principles when investing in
the Southwick neighborhood?” and “How much do you
think Mr. Jones was guided by equality principles when
investing in the Southwick neighborhood?”. We computed a
“perceived fairness” composite score by averaging the scores
on the two DV’s as they were highly correlated r(597) ¼
.79, p< 0.001.1

8. Results

We conducted a 2 (Advisor: human vs. algorithm) � 2
(Scenario: unfair proposal vs. fair proposal) between-subject
ANOVA. There was a main effect of advisor, F(1, 595) ¼
7.12, p¼ 0.008, gp

2 ¼ .01, and a main effect of scenario, F(1,
595) ¼ 255.70, p< 0.001, gp

2 ¼ .30. Crucially, as predicted,
there was a significant interaction, F(1, 595) ¼ 62.17,
p< 0.001, gp

2 ¼ .09. Looking at the “unfair proposal” scen-
ario, there was a significant effect of the advisor, F(1, 292)
¼ 52.68, p< 0.001, gp

2 ¼ .15. Specifically, Mr. Jones was
perceived as more fair when investing in a “pro-party
neighborhood” at the advice of a planning algorithm
(M¼ 4.63; SD¼ 1.89) as opposed to at the advice of a party
member (M¼ 3.08; SD¼ 1.78). Conversely, looking at the
“fair proposal” scenario, there was also a significant effect of
the advisor, but in the opposite direction, F(1, 292) ¼ 14.39,
p< 0.001, gp

2 ¼ .05. That is, now Mr. Jones was perceived
as more fair when the investment in the disadvantaged area

Figure 2. Violin and box plots of participants’ ratings on perceived fairness as a
function of scenario and advisor conditions for Study 3. Note that the diamond
within the boxplots represents the mean.
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followed at the suggestion of a party member (M¼ 6.59;
SD¼ 1.53) as opposed to a planning algorithm to (M¼ 5.82;
SD¼ 1.97) (see Figure 2).

9. General discussion

While in the past people primarily consulted with others for
advice, nowadays it is increasingly likely to obtain advice
from algorithms. The present research is an initial step
towards understanding the social consequences of taking
algorithmic advice by examining the goals that advice
seekers are believed to pursue when they follow algorithmic
(vs. human) advice. More specifically, in five studies, we
consistently find that the primary goal that an algorithm is
designed to attain is attributed to advice seekers when
explaining their behaviors, leaving less room for other pos-
sible motives that could account for their actions. Such sec-
ondary goals are, however, taken into account when (the
same) advice comes from human advisors, leading to differ-
ent judgments about advice seekers’ underlying motives for
their behaviors. Importantly, these inferences, in turn, influ-
enced perceived moral characteristics, such as advice seekers’
fairness motivations. In what follows, we discuss the impli-
cations, limitations, and future research directions of
these findings.

The present set of studies adds to a growing stream of
research showing how people’s judgements of algorithms
and algorithmic decision-making are fundamentally different
from that of humans (Dietvorst et al., 2015; Logg et al.,
2019; €Onkal et al., 2009). These perceived differences also
contribute to the observed findings in the current research,
where algorithms are viewed as mainly pursuing the primary
goal for which they are designed and deployed. Likewise,
previous findings indicate that people expect machines to
exhibit ‘uniqueness neglect’—a tendency to treat situations
in the same way, and to overlook distinctive circumstances
(Longoni et al., 2019). Similar to “uniqueness neglect,” peo-
ple observing others taking advice from an algorithm also
assumed that advice seekers did not take into consideration
additional, secondary information such as the environmen-
tally friendliness of a company.

The presented results thus not only speak to the growing
literature on how algorithmic advice is judged, but also on
how people taking algorithmic advice are viewed by others.
This has important consequences for advice seekers. As the
results of our studies show, people soliciting algorithmic- or
human advice could reveal motives to others that they may
not necessarily hold. For example, one could be seen as
being primarily guided by profit (Study 1A), more guided
by improving patient welfare (Study 1B), or less guided by
fairness (Study 3) when taking advice from an algorithm as
opposed to a human. These assessments by others may not
match with the true motives of advice seekers. That is, are
people taking algorithmic advice genuinely guided by the
primary goal that the algorithm is designed to attain?
Likewise, are secondary goals indeed taken into account
more often by advice seekers when they take human advice?
Since we did not assess the actual intentions of advice

seekers in our research, the current findings cannot speak to
the issue of whether taking algorithmic- or human advice
distorts observers’ beliefs or not. Given the importance of
holding accurate beliefs of others’ intentions and motiva-
tions, an important future research direction is to explore
whether observers’ assessments, in fact, correspond with the
actual motives that advice seekers pursue when taking algo-
rithmic vs. human advice.

Our results also demonstrate how advice seekers who fol-
low algorithmic (vs. human) advice are perceived in terms
of a dimension highly important for the adoption of algo-
rithms: fairness. Algorithms are increasingly being imple-
mented in sensitive areas and algorithmic fairness has held
the interest of many in recent years (both in public- and
academic discourse). Although important, in the present
research, we were concerned with how taking algorithmic
advice affects the perceived fairness of advice seekers. More
specifically, advice seekers following algorithmic (vs. human)
advice were perceived as more or less fair depending on the
nature of the secondary information in the situation (Study
3). This suggests that following the recommendation of an
algorithm does not necessarily imply either fairness or
unfairness of the advice seeker. Rather, it seems to depend
(in part at least) on the source of advice (i.e., whether the
advice came from an algorithm- or another person), a
notion consistent with the conjecture that people’s fairness
perceptions are not only influenced by the outcome of
other’s decisions, but also by the procedures a decision-
maker followed when coming to a decision (Brockner &
Wiesenfeld, 1996; Lind & Tyler, 1988; Thibaut & Walker,
1975).

It is important to note that advice seekers in our scen-
arios took algorithmic- or human advice at their own
choice. Oftentimes, however, formal procedures (e.g., man-
dates in various institutions) require or strongly encourage
people to seek out the advice of (algorithmic) decision sup-
port systems or other individuals before arriving at a deci-
sion (Haesevoets et al., 2021). This raises an important
question about whether the intentions of advice seekers are
perceived differently when learning that they were forced to
solicit the advice of an algorithm or another individual.
That is, following attribution theory, behaviors that are
freely chosen by a person are seen by others to originate
from internal factors such as a person’s goals. However,
when a person’s behavior is constrained by the situation
(e.g., a doctor is mandated to solicit and follow the advice
of a medical algorithm in their prescriptions), observers are
more likely to infer that the person acted to comply with
the external requirements, leaving less room to explain their
behaviors as arising from internal factors (Jones & Davis,
1965; Ross, 1977). Future research should attempt to disen-
tangle in more detail whether following (algorithmic or
human) advice either voluntary or not impacts observers’
perceptions and judgments.

Likewise, it is worth reflecting on the notion that in the
current research, we assessed the judgments of participants
who were in the role of third-party observers (Langer &
Landers, 2021). Although third parties often play a crucial
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role in many institutions (e.g., jurors in legal systems), they
are typically unaffected by an actor’s actions. As such, an
interesting question is whether second parties (as decision
receivers) would respond in a similar fashion when advice
seekers make decisions on their behalf following algorith-
mic- vs. human advice. That is, given their involvement,
second parties typically respond with more intense emotions
and judgements to the actions of others (Fehr &
Fischbacher, 2004) and broadening our scope to second par-
ties would allow us to test whether this is also true when
such a party views an advice seeker to take algorithmic- vs.
human advice.

Similarly, it is worth noting that most human advisors in
our studies were introduced as someone “close” to the
advice seeker (e.g., close friend or close colleague). This
raises the questions as to whether the observed effects can
be explained by the nature of the advice seeker’s relationship
with the advisor (i.e., a close friend vs. algorithm). That is,
one could argue that the differences in the observed results
are due to the human advisor having a closer relationship to
the advice seeker as opposed to the algorithm (and not so
much due to a difference in how human- and algorithmic
advisors process information). There are, however, several
reasons to question the validity of an explanation based on
“closeness.” First, not all human advisors were explicitly
introduced in our studies as someone close to the advice
seeker (e.g., the political party member in Studies 1C and 3).
Second, in Study 2, we included a condition where a close
friend (who had not been aware of the company’s environ-
mental impact) advised the investor to invest in the respect-
ive company. The results in this condition mimicked the
results of the condition where the person is advised to invest
in the company at the suggestion of an algorithm. If the
perceived ‘closeness’ of the advisor was a factor, it would
follow that this condition would mimic the results of the
condition where a similar close friend (who had been aware
of the company’s environmental impact) suggested the com-
pany as an investment opportunity. This is not to say that
the identity or relationship of the advisor is, in fact, irrele-
vant. It could be that the reported effects may differ depend-
ing on the reputation of the human- or algorithmic advisor.
For example, a trusted algorithm that one has used on prior
occasions or a rather unreliable human advisor with oppos-
ing views and motives (e.g., a member of an opposing polit-
ical party) could lead observers to reach different
conclusions about the nature of the advice seeker’ goals.
Future research could disentangle further how the identity
or reputation of a human- and algorithmic advisor impacts
observers’ judgments of those who follow their advice.

A strength of the present studies is that they involved
randomized experiments, allowing to infer causal effects.
However, our use of experiments is not without limitations as
we mostly relied on hypothetical scenarios, limiting the
potential generalizability of our findings. To move beyond
scenarios, future research could test these effects in settings
where people actually observe others taking algorithmic (vs.
human) advice. In a similar vein, although the observed dif-
ferences when taking algorithmic (vs. human) advice are

consistent with a goal attribution process, it is possible that
other explanations could account for these findings.2 For
example, the fact that a person seeks out an algorithm as
opposed to a human for advice may provide hints at their
knowledge or expertise about the situation (e.g., a lay investor
seeking out the advice of an investment algorithm may
already signal their expertise as an investor). Finally, we rely
on scenarios that describe domains where algorithms are cur-
rently being used. Future research should extend these inves-
tigations to novel, cutting-edge domains, where algorithms
are being piloted or trialed (e.g., predictive maintenance;
Ton et al., 2020; Van Oudenhoven et al., 2022).

9.1. Conclusion

The present research takes the initial steps towards under-
standing the social consequences of following algorithmic-
vs. human advice. To understand how people judge advice
seekers, it is important to consider the goals that algorith-
mic- vs. human advisors are expected to pursue. Taking
advice from an algorithm (vs. a human) led to markedly dif-
ferent judgments about the advice seekers’ motives, high-
lighting the importance of considering these consequences
of human-algorithm interactions.

Notes

1. In accordance with our pre-registration we also look at the
results for each DV separately. The results are the same as
for the combined variable and are reported in the
supplementary materials.

2. Similarly, other moderators could affect the strength of the
observed relationship. For instance, in an ongoing project
out of the scope of the current paper, we employ some
scenarios where the difference in attribution of motives
between algorithmic and human advisors disappears.
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